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Abstract of the contribution: This contribution proposes to add a solution for Network Slicing, particularly on the high-level functional architecture for Network Slicing
Introduction
This contribution proposes a high-level functional architecture for the Network Slicing. It can be used as a foundational framework over which the further detailed architectural design can be built up.
Proposal

It is proposed to add the following text to the solution for Network Slicing in TR23.799.
************************************  Start of the text  ******************************************* 
6.1.x
Solution 1.x  - High-level Functional Architecture for the Network Slicing
This solution applies to Key Issue 1: Network Slicing. The solution describes a high-level functional architecture for the Network Slicing that can be used as a foundational framework over which further detailed architectural work can be conducted. The high-level functions are defined to include all necessary functional elements to address the requirements of the Network Slicing. Particularly, the following requirements have been explicitly considered in defining the high-level functions and the other requirements can also be supported with further detailed work on the functions defined in the architecture.
-
isolation/separation between network slice instances
· resource and network function sharing between network slice instances
· enabling a UE to simultaneously obtain services from one or more specific network slice instances 
· procedure(s) for selection of a particular network slice for a UE
· supporting Network Slicing Roaming
· network slicing that efficiently supports multiple 3rd parties that require similar network characteristics .
6.1.x.1
Architecture description 
Figure 6.1.x.1 shows the high-level functions for the Network Slicing. The definition and characteristics of the functions are described below.
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Figure 6.1.x.1  High-Level Functions of the Network Slicing
Network Slicing Control Plane: Network Slicing is defined as the functionality to provide the various type of special purpose networks through sharing underlying network+IT resources and network functions. If the Network Slicing is considered to be a layer, then the service offered by the layer would be the special purpose networks, and the lower layer would be the network+IT resources and network functions. The Network Slicing layer has then the functionalities related the network slice creation and operation, packet deliveries from/to/between network slices and the control of them. Network Slicing Control Plane is defined to be the group of all control functions in the Network Slicing layer that controls the network slices or the packet deliveries across network slices. 
Network Slicing User Plane: Network Slicing User Plane is defined to be the group of functions that delivers packets among network slices and provides services operated on packets. 

Service Request/Termination: An UE function that exchanges the information between an UE and the network on the service request and termination. The UE either directly requests a specific service to the network or the network decides a service considering the profile set for the UE or the context where the UE resides. The service request/termination function can be performed either in application basis, or in UE device basis, or others. 
Service Classification: The network-side function that classifies the service class using the information sent from the UE or the information that the network has managed for the UE and impending services. 
Slice Selection Control: The network-side function that selects a network slice instance most appropriate for the service class and authorizes the UE to access the network slice according to the UE/user’s access right. The network slice instance could exist either over CN and RAN, respectively, or over the combined domain of CN and RAN. The Slice Selection Control function sends control signals to the network slice instance and Slice Switch to have them configured for new services.
Service-to-Slice Mapping: The UE-side function that configures any required mapping relationship between the service and the network slice instance at the UE.
Slice Switch: A function that forwards packets to the appropriate network slice instances. It can locate either at CN, or at RAN, or at UEs according to the domain where network slice instances are defined. When a packet on which the Slice Switch has no forwarding information arrives, the Slice Switch requests Service Classification to decide the service class of the packet and gets the forwarding information as a results of the service classification. 
CN Slice Instance: Network slice instance defined over the core network(CN). It is composed of the virtualized resources of compute, storages, and CN network elements, and CN network functions that are dedicated to be used for the specific CN Slice instance.
RAN Slice Instance: Network slice instance defined over the radio access network(RAN). It is composed of the virtualized resources of compute, storages, and RAN network elements, and RAN network functions that are dedicated to be used for the specific RAN slice instance.
Service Context Management at RAN: A RAN function that manages the service context in terms of UE and application basis and controls the RAN network parameters to provide the requested services over the unsliced RAN.
Unsliced RAN CP/UP: the unsliced RAN which consists of RAN CP and RAN UP

Slice Termination at UE: The UE function that terminate the Slice functions and characteristics, including the mapping application service to the network slice, generation or termination of network slice specific signals, etc.

Common CN Functions/Resources: The functions or resources that are shared among multiple CN slices instances.  
Common RAN Functions/Resources: The functions or resources that are shared among multiple RAN slices instances.  

Function/Resource Sharing: a function that shares the common functions and resources through unified interfaces.  It could be defined either as one unified interface used for both functions and resources sharing, or two interfaces defined for function sharing and resource sharing respectively, or more interfaces defined according to the type of resources, such as data base, storages, compute, network elements, etc. The interface is defined and exists as logical interfaces such as the web service interface.
Slice Lifecycle Management Control(SLMC): a function that manages and controls network slices and network slice instances through the whole lifecycle of the network slice. It includes the creation, duplication, modification, scale-in/-out, status monitoring, and deletion of network slice and network slice instances

Internal Function/Resource Interface: a function that accesses the functions and resources of CN and RAN in the operator’s administration domain. It includes the selection and returning of functions and resources used for network Slice instances.
Function/Resource Import/Export: a function that exports or imports functions and resources from/to the 3rd party or the other operators.

3rd Party Access to Network Slice: a function that opens and controls the 3rd party access to the SLMC to enable the 3rd party to create their own network slices or create network slice instances out of the network slice created by the operator.
6.1.x.2
Function description 
The SLMC(Slice Lifecycle Management Control) function creates, duplicates, modifies, scales in/out, deletes the network slices through the whole lifetime of network slices using the network functions, and resources of compute, storages, and network elements. The resources are provided to network slices in virtualized forms to ensure both the isolation between network slices and the efficient sharing of the physical resources. The SLMC also monitors the status of the network slices, processes the status data, and performs appropriate controls over network slices. The network slice can be duplicated and therefore there could be many network slices that have the same characteristics.  Each of the duplicated network slices is distinguished as a network slice Instance that is isolated from the other instances and can be evolved by itself through modification and scaling in/out. The network slice controlled by SLMC is deployed over all network area including both CN and RAN. 
The SLMC could use the network functions or resources provided by 3rd parties or other operators for the creation or modification of the network slices. The Function/Resource Import/Export function controls the import and export process. The exchange of the functions and resources enables sharing resources between operators, network slice roaming between different operator domains, and 3rd parties’ creating their own specialized network slices. Especially, 3rd parties’ specialized network slice will play an important role in the verticals’ market such as networked industries, smart city IT infrastructure, etc. The network slice that satisfies the service requirement can be deployed to the other operator networks by exchanging the necessary functions or resources between operators. The UEs visited the other operator network will feel the same user experience since the same network slice is deployed in the other operator networks.
The SLMC allows the 3rd parties to access it so that they can create/manage their own network slices or duplicate the existing network slices. The 3rd party Access to network slice function controls the 3rd parties’ access to the SLMC for this purpose.   
Each network slice instance is isolated to each other by using its own slice specific functions and resources, but there are needs to share some functions or resources between slice instances. The authentication function could be an example that needs to be shared among instances considering the single sign-on service or the certification-as-a-Service. These shared functions and resources need to be accessed by multiple slice instances through some unified interfaces. The unified interfaces ensure the flexibility and the future proofness in the independent evolution of functions, resources and network slices. The unified sharing interfaces should be designed to allow the fair share of the functions and resources among slice instances, and at the same time not to deteriorate the isolation between slice instances. The unified interfaces could be defined to be either as a single interface valid for all functions and resources, or as multiple interfaces specialized to each group of functions and resources. 
A network slice can be selected based on UE request or the network decision. The UE can request services to the network on session basis, application basis, or UE connection basis. On receiving the UE’s request, the network classifies the service according to the service classification policy predesigned by the operator. The network can also classify the service with user/UE profiles and the current context in which user/UE resides. The result of service classification is transferred to the Slice Selection Control(SSC) function. The SSC decides a network slice instance appropriate for the requested service class from the available network slice instance list and slice status report created by SLMC. The SSC also checks the UE’s access right to the corresponding network slice instance, and finalize the decision accordingly. 
After selecting a network slice instance, the UE receives the information on the selected network slice instance from SSC and configures the parameters and processes related slices at UE. The Slice Switch also configures the forwarding table to transfer the packets to the selected network slice instance. The Slice Switch can locate either CN, RAN, or UE according to the deployment area of network slices. The three Slice Switches in Figure 6.1.x.1 illustrate this location variation.

The slice related functions at UE such as Service-to-Slice Mapping, Slice Termination, Slice Switch are all used to support for an UE to simultaneously access multiple network slices for the single or multi applications. 
6.1.x,3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
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